
The Sustainable Development Goals (SDGs) cannot be met unless there is a private and secure environment 
for data transfer. The block ciphers, which are used for encryption, are the most important tool in providing 
this environment. As a result, assessing their security is critical. AI and machine learning can greatly simplify 
this evaluation. So, this work is trying to figure out how to make more efficient machines while also lowering 
the cost of training.

Reducing the Cost of Machine Learning Attacks for Block ciphers 
Amirhossein Ebrahimi

 Supervised by: Dr. Paolo Plamieri and Prof. Utz Roeadig

The random environment of block ciphers complicates the training phase.
The number of features for training will increase for block ciphers with larger inputs.

By selecting the best 8-bits of the 
Speck32/64 cipher, we were able to 
train a machine with an accuracy of 
68.8%, as opposed to the worst 8- 

bits, which had an accuracy of 52%.

Choosing the Speck32/64 as our case study due to its 
lightweight input bandwidth (32 bits)
We train a Dense layer machine for for differential 
analysis of Speck
Then we pick 100 random sets, and inside each set, we 
randomly choose 16 out of input 32 bits.
With the random sets we have, we train 100 distinct 
lightweight machines.
Based on the Algorithm, a score is assigned to each 
machine.
we choose the bits with highest score to train a more 
efficient machine


