
Can VR Help Understand Auditory-Visual Associations and 
Synaesthesia Through Immersive Battery Tests?

Many different types of tests have been used to understand associations between the auditory and visual senses 
and the condition called Synaesthesia [1][2][3][4][5]. While these tests have been satisfactory in furthering our 

understanding of sense association. Using new technologies like Virtual Reality, can we develop and adapt these 
auditory-visual and synaesthesia tests using more immersive environments, give us an understanding on how we 
association between our senses? Can synthesizing Synaesthetic perception using VR help users gain the creative 

benefits that has been shown in people with Synaesthesia? 
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Many tests have been created to test associations between auditory 
and visual stimuli, generating different results, in terms of different 
types of audio stimuli and the congruent associations in the visual 
sense such as colour, size, shape, direction etc.

• The Synaesthesia Battery test, has been validated and can indicate 
if a person has synaesthesia or not [1].

• The Implicit Association test (IAT) can be used when 
studying both implicit and explicit associations 
between different items [2][3].

• The Test of Genuineness has been used and improved 
on the decades, with the TOG-R test by Asher et al
providing a more precise scoring system and also 
including auditory-visual tests [4].

• NeCoSyn is based on the TOG test and the 
Swedish Natural Colour System, and it can provide
individual profiles of colour synaesthesia in the 
dimensions of hue, chroma and blackness [5].

Auditory-Visual cross modal association research is lacking within the 
more immersive environment of VR. Some studies in similar research 
areas have shown that VR can be used to improve results on real life 
tests.

• In [6], stress perception was compared in VR and on a regular  
desktop, using a Stroop word-colour test. Results showed 

stressful tasks were perceived less stressful in the 
VR environment.
• Using a Stroop word-colour test to 

understand optimal arousal level for an 
individual to improve performance, the 
optimal arousal level was identified, and it 
was found that moderate levels of arousal 
can lead to improved performance [7].

• A follow up study to [6], the authors created 
an open-source VR Stroop test, and found a 
30-40% improvement in some metrics 
compared to traditional Stroop tests [8]. 

I feel that my research would match closest to UN SDG goal 4 and 10, 
as it could have a lot of benefits for learning, education and 
inclusiveness. 

• UN SDG 4 – Quality Education: In furthering the understanding of 
auditory-visual associations, a framework can be formalised to 
help aid in designing interfaces for the future that can help with 
personalised learning, garnering more focus and attention. 

• UN SDG 10 – Reduced Inequalities: Creating different ways to 
interact with interfaces and providing a more personalised 
experience can help people from diverse backgrounds access and 
use tools.

Research in HCI with regard to personalised and adaptive interfaces 
should attract partnerships with industry from areas such as the 
Entertainment, Education and Health and Wellbeing sectors.

With access to VR/AR/XR technologies, researchers have a new 
platform which can be used to gain valuable insights on research 
questions across different fields. In HCI, and more importantly, with 
understanding associations between our auditory and visual senses, 
VR can help inform how we design interfaces and intelligent
interactions with technologies that are more adaptive and inclusive. 

• A more immersive environment can provide more detail to the
user that can give them a more meaningful experience to inform
their choices.

• When testing for Synaesthetic perception, providing an 
environment that can replicate the real-world experience might 
help in more accurately detecting it and also see if creative 
benefits of real world synaesthetes can be seen in users of the VR 
environment.
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